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Abstract: Rubrics are commonly used in the education sector to assess performance, products, or processes of student learning. Rubrics are gaining importance in organizational performance and program evaluation practice. According to several evaluation practitioners, rubrics can elucidate how excellence and value are defined and applied to evaluation questions or indicators in a given context. This practice note summarizes a pilot project of the National Research Council Canada (NRC) using evaluative rubrics for characterizing relevance and generating conclusions in an evaluation.
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INTRODUCTION

Rubrics are a qualitative assessment tool commonly used in the education sector to measure student performance and provide descriptive feedback. They are also now gaining importance in organizational performance and program evaluation practice, where they have been found useful in clarifying and setting out the basis...
on which “judgments about performance, quality, usefulness, and effectiveness are made” (King, McKegg, Oakden, & Wehipeihana, 2013, p. 12). In general terms, rubrics contain two key components: criteria and a scale of performance or quality (i.e., ratings). Evaluative rubrics are commonly represented in a cross-referencing table that describes the performance, value, and effectiveness of a program at different levels of performance based on evidence for a given criterion (Davidson, 2010). According to this approach, rubrics make “transparent how quality and value are defined and applied for each evaluation question or indicator given the context” (Davidson, 2010). When rubrics are well developed and implemented, they can substantially increase the use and credibility of evaluation (King et al., 2013).

The National Research Council (NRC) used rubrics in a recent program evaluation to:

- deliver a clear verdict on program performance based on well-defined performance levels and criteria; and
- create a shared understanding between program managers and the evaluators of the criteria for each performance level.

This practice note describes NRC’s experience piloting evaluative rubrics. It first describes NRC’s experience in developing rubrics followed by a discussion of lessons learned.

**DEVELOPMENT OF RUBRICS**

The steps followed by NRC to develop rubrics were adapted from Davidson, Wehipeihana, and McKegg (2011) and are provided in Table 1.

**Using a collaborative approach**

Rubrics were developed as part of the evaluation planning phase of one of NRC’s research programs, in collaboration with program managers. The evaluation planning phase also included the development of a logic model and evaluation framework, including indicators, through a data and document review as well as key informant interviews. Following this, a 90-minute roundtable discussion was held with program managers to validate the evaluation framework and collaboratively develop rubrics for selected indicators.

The evaluation literature highlights the importance of using a collaborative process in developing rubrics. Collaborative rubric development facilitates stakeholder engagement, and sets expectations and standards that are realistic within the current organizational context (Adams, Nnawulezi, & Vandenberg, 2015; Davidson, 2010). Judy Oakden (2013) also noted that one of the benefits of collaboration is a shared understanding.

Consistent with the literature, NRC found that the roundtable discussion facilitated the program manager’s buy-in to the evaluation and trust in the evaluation
Table 1. Steps for the Development of Evaluative Rubrics (Embedded in the Evaluation Planning and Design Process)

<table>
<thead>
<tr>
<th>Use a collaborative approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Develop logic model and identify evaluation questions through consultations with key program staff.</td>
</tr>
<tr>
<td>2. Develop evaluation framework.</td>
</tr>
<tr>
<td>3. Coordinate a roundtable session to validate the evaluation framework (evaluation questions and indicators) and develop rubrics for select indicators.</td>
</tr>
<tr>
<td>4. Provide roundtable discussion package to participants in advance of the session that includes an agenda, background information on rubrics, evaluation framework and logic model.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Choose the type of rubric</th>
</tr>
</thead>
<tbody>
<tr>
<td>5. Consider whether a holistic or analytical rubric addresses the objectives of the evaluation.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Define performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>6. Moderate the roundtable discussion to:</td>
</tr>
<tr>
<td>a. Validate the evaluation framework.</td>
</tr>
<tr>
<td>b. Discuss the needed or optimal number of performance levels.</td>
</tr>
<tr>
<td>c. Brainstorm what distinguishes excellent, good/adequate, and poor performance (or with more levels as desired).</td>
</tr>
<tr>
<td>d. Draw boundaries around the dimensions that should be included or excluded from the criteria for achieving each level of performance.</td>
</tr>
<tr>
<td>e. Translate these differences and boundaries in distinct dimensions to be articulated in a set of detailed rubrics and ensure that mutually exclusive levels of performance are defined.</td>
</tr>
<tr>
<td>f. If needed, discuss the relative importance or weight of performance dimensions and rubrics associated to each indicator.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Finalize rubric</th>
</tr>
</thead>
<tbody>
<tr>
<td>7. Write the rubric considering the input of key staff members and key literature to help with specific performance concepts or wording, including statistical considerations if quantitative analysis of rubrics scoring is needed.</td>
</tr>
<tr>
<td>8. Share the rubrics with roundtable discussion participants for detailed feedback and further debate, as needed.</td>
</tr>
<tr>
<td>9. If possible, share the rubrics with a subject matter/industry expert to validate performance criteria. Such expert should be external to the organization and could be a member of an evaluation advisory committee.</td>
</tr>
<tr>
<td>10. Revise, adjust and finalize the rubrics.</td>
</tr>
</tbody>
</table>
team. The roundtable discussion was also highly effective in establishing a common language between the program and the evaluation team, providing contextual information that enhanced the evaluation framework and rubrics, as well as building consensus for the rubrics (e.g., what criteria define each level of performance).

**Choosing the type of rubric**

The NRC evaluation team had to choose the type of rubric it would use to meet the objectives of the evaluation. According to the literature, there are two types of rubrics commonly used to assess performance: holistic and analytic rubrics (Brophy, 2012; Danks & Allen, 2014). An analytic rubric presents a description of each level of achievement for each criterion, evaluates multiple criteria along a separate scale or continuum, and provides each criterion with a separate score. Conversely, a holistic rubric consists of a single scale with all criteria included in the evaluation being considered together. Compared to a holistic rubric, an analytic rubric provides more detailed feedback on performance and facilitates a program manager’s ability to make improvements. Consequently, analytic rubrics take a significant amount of time to develop. And while holistic rubrics are quick to use, they are not suitable for complex issues (Brophy, 2012; Danks & Allen, 2014).

For the NRC evaluation, an analytic rubric was used and deemed more appropriate because it afforded additional detailed feedback on the level of performance. Table 2 illustrates two examples of analytic rubrics developed by NRC for relevance indicators.

**Defining performance**

Following the choice of rubric type, the NRC evaluation team then defined performance. This included identifying the number of performance levels, the criteria that define each level of performance, and the way in which performance is scored. According to Tierney and Simon (2004), a series of six questions needs to be considered when creating rubrics. These questions, which informed NRC’s approach, are presented in Table 3.

**Identifying performance levels and criteria**

The number of performance levels, which are typically divided into three- to six-point scales, can vary from project to project (Center for Institutional Effectiveness, 2011). The most commonly used scales, as found in the literature, are four- or five-point scales including an “insufficient evidence” category. A greater number of performance levels requires increased effort to develop and validate performance descriptors.

NRC used three levels of performance plus an insufficient evidence category. The choice to use a three-point scale was the preference of the NRC program managers and aligned with a three-point scale the program already used to monitor the health of projects. NRC’s approach of developing rubrics in collaboration with the program allowed program managers to take ownership of the rubric development process and to incorporate considerations of organizational culture.
<table>
<thead>
<tr>
<th>Indicator</th>
<th>Dimension</th>
<th>Excellent</th>
<th>Good/ Adequate</th>
<th>Poor</th>
<th>Insufficient evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evidence of uniqueness, complementarity, or overlapping of program value proposition (and capabilities) vis-à-vis other S&amp;T organizations in related sectors</td>
<td>1</td>
<td>Program value proposition and competitive advantage are clearly articulated and effectively communicated to stakeholders (vis-à-vis other S&amp;T organizations in related sectors).</td>
<td>Program value proposition and competitive advantage are somewhat articulated and communicated to stakeholders.</td>
<td>Program value proposition and competitive advantage are not articulated nor communicated to stakeholders.</td>
<td>Information on the level of uniqueness, complementarity, or overlapping of program value proposition (and capabilities) vis-à-vis other S&amp;T organizations in related sectors tended to be unavailable or insufficient to determine performance.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Program is proactive and forward looking by both managing the current needs and considering future directions/needs of stakeholders to identify new capabilities and facilities needed.</td>
<td>Program is focused on the present by managing the current needs in terms of capabilities and infrastructure, but is not considering future directions/needs of stakeholders.</td>
<td>Program is reactive by not managing the current nor considering future needs in terms of capabilities and infrastructure.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Program is developing new capabilities (e.g., people) and unique facilities/infrastructures to address future needs.</td>
<td>Program is developing capabilities (e.g., people) and facilities/infrastructures to address current needs.</td>
<td>Program is not developing capabilities (e.g., people) and/or facilities/infrastructures.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Program’s capabilities are viewed as quite unique vis-à-vis other S&amp;T organizations in related sectors.</td>
<td>Program is viewed as a valued supplier of R&amp;D services and for scientific excellence in technology development in program areas.</td>
<td>Program is viewed as one of the suppliers of R&amp;D services and technology development.</td>
<td></td>
</tr>
<tr>
<td>Indicator</td>
<td>Dimension</td>
<td>Excellent</td>
<td>Good/Adequate</td>
<td>Poor</td>
<td>Insufficient evidence</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Level of complementarity and/or overlapping role and responsibilities of</td>
<td>1</td>
<td>The program is collaborating with all the main federal departments/agencies with mandates that</td>
<td>The program is collaborating with most of the main federal departments/agencies with mandates that</td>
<td>Other federal departments/agencies are not (or avoiding) collaborating with the program by working</td>
<td>Information on the collaboration activities of the program with federal departments/agencies (and on their activities in the program areas) tended to be unavailable or insufficient to determine performance.</td>
</tr>
<tr>
<td>the program vis-à-vis other federal organizations</td>
<td></td>
<td>are related to those of the program’s areas of activity (as there is no obligation for collaboration).</td>
<td>are related to those of the program’s areas of activity (as there is no obligation for collaboration).</td>
<td>with other service providers (for services/expertise offered by the program). Opportunities for collaboration are not identified nor considered.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Opportunities for further collaboration are identified and considered.</td>
<td>Opportunities for collaboration are identified, but not yet considered.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>The program is viewed by other federal departments/agencies as “the place to go” (e.g., resources, expertise, problem solving, and participation in committees).</td>
<td>The program is viewed by other federal departments/agencies as a valued supplier of R&amp;D services and for scientific excellence in technology development in the program areas.</td>
<td>The program is viewed as one of the federal departments/agencies working in support of the industry sectors related to the program areas.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>The program does not compete with other federal departments/agencies.</td>
<td>The program competes with some activities or services provided by other federal departments/agencies.</td>
<td>The program competes with several other federal departments/agencies.</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Considerations When Creating Rubrics

1. How many performance levels should be used, considering current organizational practices and complexity of the evaluation framework?
2. What distinguishes excellent, good/adequate, and poor performance?
3. Are all the performance dimensions explicitly stated?
4. Are the attributes explicitly stated for each performance dimension and are the underlying characteristics of the performance dimension known and measurable?
5. Are the dimensions equally important (or weighted) for each indicator?
6. Are the boundaries around the dimensions for each criterion, for achieving each level of performance, clear and mutually exclusive?

Adapted from Tierney and Simon (2004)

and processes (i.e., use of a rating scale NRC program managers were familiar and comfortable with). As King et al. (2013) highlight, rubrics are a flexible and adaptable tool, and like good evaluative criteria, tend to be specifically tailored to the evaluation context and its use.

Scoring rubrics

There are several ways to score performance in rubrics. It is possible to assign a score for each criterion used to define an indicator. This approach allows evaluators and program managers to identify areas where the program is doing well and areas that need improvement.

It is also possible to compile an aggregated score for the indicator by taking an average of the scores assigned to each criterion in that indicator. One potential issue with this approach is the representativeness of the score for the indicator (i.e., taking an average of all criteria is not representative of the individual scores). In this regard, the validity and reliability of rubrics may be affected (Moskal & Ledydens, 2000). If taking an average score for the indicator, consideration needs to be given to whether each criterion in the indicator is weighted equally. Weighted rubrics are used to reflect that some criteria may be of more significance than others. A common way to weight criteria in the education literature is to assign a percentage to each of them.

In the NRC evaluation, the analytic rubrics were not designed to quantify or attribute a score to each criterion. While the original intent was to weight the different criterion of each indicator, the evaluators decided against it because of the complexity involved in the program (i.e., multiple projects, infrastructure/equipment).

LESSONS LEARNED

Following the NRC pilot project, the evaluation team determined that the development and use of rubrics is not as straightforward as originally expected. In the words of King et al. (2013), “Rubrics, while useful, are not a panacea and they
are not as easy as they may appear. Like any skill, you can learn the theory, but it takes time and experience to become a skilled practitioner” (p. 13). As a result of the pilot project, the NRC evaluation team identified several lessons learned. Contributing to the lessons learned were findings from postproject consultations with the program managers involved in the development and use of rubrics. The key advantages and disadvantages of using rubrics stemming from this pilot are summarized in Table 4. The two major lessons learned, related to performance criteria and using rubrics in report writing, are discussed below.

**Performance criteria**

It was generally agreed upon that more time should be allocated in the future for the development of performance criteria to fully benefit from rubrics. While the NRC pilot project made use of additional resources (i.e., approximately two full-time equivalents above what is normally invested in the planning stage of an evaluation), insufficient time affected the quantity (number) of rubrics that could be developed and the quality of performance criteria that were developed. The NRC evaluation team reflected that, in the future, an additional three to four weeks of time would be needed if rubrics were to be effectively developed and used in the analysis and report writing stage.

Also, the NRC evaluation team felt that it would be beneficial to hold two 90-minute roundtable sessions (as opposed to one 90-minute session) to develop and validate the rubrics with program managers. Using this two-stage approach, the first session would address the evaluation framework and the second would be fully dedicated to the development of rubrics. Having one roundtable session focused on the evaluation framework is important because the discussion around language, contextual factors, and performance targets for each indicator of the evaluation framework serves as the foundation for rubrics.

**Quantity of performance criteria**

As a result of insufficient time in the pilot project, performance criteria could not be developed for all indicators. As such, the NRC pilot project was only able to develop rubrics for select relevance indicators, and select efficiency and economy indicators. To develop rubrics for performance-related indicators, additional time would have been necessary to review the available data and define performance targets.

**Quality of performance criteria**

Insufficient time also contributed to several challenges with the quality of performance criteria that were developed. The NRC evaluation team reflected that each rubric contained too many criteria that had to be met to receive a given performance level. For example, to achieve an excellent rating in one case, three criteria needed to be met. However, in cases where one or two of the criteria were met, but not the second or third, it was difficult to assign a rating. The evaluators were left questioning whether meeting one or two criteria warranted an excellent rating as opposed to a lower rating. As such, some degree of subjectivity was
Table 4. Summary of Key Advantages and Disadvantages of Using Rubrics

<table>
<thead>
<tr>
<th>Section</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
</table>
| Types of rubrics | • help to determine information to be collected (based on criteria) | Analytic  
• time consuming to develop | Holistic  
• not suitable for complex issues  
• no detailed feedback  
• difficult to assign overall score |
| Application | • criteria are more focused and concise  
• ease of use  
• many different uses  
• a flexible tool  
• collaboration is needed for the development  
• more credible results  
• more useful for the client | • demands a lot of effort and experience  
• collaboration is needed for the development  
• evaluation becomes limited by rubrics criteria |
| Performance levels | • tailored to context | • more levels used, the more effort needed in development  
• difficult developing score  
• difficulties in assigning overall score criteria |
| Scoring | • possibility of an average indicator (weighting sections)  
• a numerical value can be assigned to each level  
• provides consistency in scoring | • time-consuming process  
• large time investment from client |
| Collaboration | • shared understanding | •  |

Analytic

Holistic
introduced. Postproject consultations with program managers also revealed that multidimensional criteria made it difficult for the program to validate their overall performance score. The difficulty with the rating criteria appears to be common, as Stone-Jovicich (2015) reported similar challenges. In the future, criteria used to define each level of performance should be distinct. As clarity and distinction are important to client comprehension, the criteria should not contain too many ideas.

The program managers also noted that it would have been a good practice to have external experts in their field consulted to ensure that the definitions of the performance criteria were appropriate and accurately represented the standard expected for the level of performance. This step may help ensure the quality of the performance criteria.

**Report writing**

One of the reasons that the NRC evaluation team first sought to pilot evaluation rubrics was for the oft-cited benefit of rubrics simplifying and expediting report writing. This, however, was not the experience of the NRC evaluators during the pilot and is a lesson learned. The NRC evaluation team found that in practice, rubrics made report writing harder because findings were bound by predetermined criteria. More specifically, rubrics hindered overall findings as they were not able to capture how different aspects interacted and what emerged as a result of those interactions. To some extent, the development of evaluation findings was constrained by the language of the rubrics. The challenge was reporting on the findings according to the rubrics while still being able to integrate additional findings. Integrating rubrics into the report also proved difficult, as not all key aspects of performance explored in the evaluation were outlined in the rubrics.

As a result of these challenges, NRC did not include the rubrics in the final evaluation report. The challenge posed by rubrics in facilitating emergent findings was also highlighted by Stone-Jovicich (2015). Ultimately, in the NRC pilot project rubrics ended up being an analytical tool that helped the evaluators identify data needs, collect and organize data, and make judgements about performance; they were not a reporting tool. Future use of rubrics will benefit from realistic expectations about their role and where they can add value to the evaluation process.

**CONCLUSION**

As a result of this pilot project, the NRC evaluation team reflected that it is unsure about the feasibility and practicality of using rubrics in NRC evaluations given the challenges experienced. That said, there were many benefits, particularly for stakeholders, as a result of the rubrics (e.g., client’s understanding of what was being assessed was enhanced, evaluators’ understanding of the program was improved). Due to these benefits, NRC will employ rubrics in a subsequent evaluation, incorporating the lessons learned from this first pilot project, before rendering a judgement as to their viability as an effective evaluation tool.
Based on the NRC evaluation teams experience, key actions for success include working with invested evaluation clients, having distinct and clear criteria for the rubrics, and defining a scale that is understood by all parties involved. In addition, realistic expectations about the role rubrics can play in the evaluation process will facilitate the successful use of rubrics in evaluations (e.g., as a data collection and analytical tool as opposed to a reporting tool).
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NOTES

1 Readers interested in the full set of rubrics developed for the NRC pilot project are asked to contact the lead author for a copy.
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