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Since the initial release of ChatGPT in 2022, promising early
work has discussed the potential impact of generative Al on
medical education. Despite this, over the course of the last
two years, there has been limited real-world adoption of
generative Al related to medical education curricula. This
has been in part due to the limitations inherent in these
tools which have led educators to exercise caution.!

However, we believe that recent advancements in
generative Al warrant immediate reconsideration of both
its role and speed of its institutional adoption in healthcare
education. On September 12th, 2024, OpenAl released
ChatGPT-01, a new large language model (LLM) with the
first commercial implementation of “chain-of-thought”
reasoning.? By tuning the model to generate intermediate
reasoning steps when solving complex problems, OpenAl
significantly improved both the performance and reliability
of their flagship LLM. Since then, several other models with
comparable or even superior reasoning capabilities have
been released, including DeepSeek-R1 and Claude 3.3
These models signal a broader shift in LLM capabilities—
from simple responders to capable reasoners. Preliminary
testing conducted by OpenAl suggests that when tested on
the Graduate-Level Google-Proof Q&A Benchmark (GPQA)
PhD-level questions, ChatGPT-o1 is the first LLM able to
consistently outperform human experts with PhDs.? Since
its release, professionals in the fields of medicine,
computing, and mathematics have stated that ChatGPT-o01

is able to perform at the level of a competent graduate
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student, and is able to accomplish many tasks that were
previously impossible with generative Al.* However, it is
important to note that these preliminary findings are based
on internal evaluations and should be interpreted with
caution.

Given the rapid pace of technological advancement, we
believe that relying solely on exploratory research is no
longer sufficient. Rapid cycle experimentation, facilitated
by the establishment of sandbox environments, is urgently
needed. However, it is important that in high stakes
environments, such as board exams, sandbox use should
be clearly framed as experimental and supplementary, not
substitutive. These experimental environments can then
allow both learners and educators to test these new tools
in a controlled setting, encouraging an efficient cycle of
iterative experimentation and feedback.
integrations could then help establish better practices and
further inform curriculum design. We see three primary
medical education implementations of generative Al that
merit further study and pilot testing:

Successful

1. Automating Repetitive Tasks: By using generative
Al to streamline time consuming tasks, educators
will be able to reallocate their focus to the human-
centered aspects of teaching and curriculum
design. Examples of high time burden tasks that
could be automated include question generation,
grading, and providing feedback.
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2. Expanding Learning Opportunities: By harnessing

Al, educators can create new and novel
educational experiences. Examples of such
experiences include individualized testing

environments, and dynamic learning scenarios
that adapt to student performance and provide
feedback in real-time.

3. Preparing Students for an Al-Enabled World:
Many corporations, including some of the largest
Electronic Health Record providers, such as Epic,
have already begun investing large amounts of
capital to create Al powered healthcare tools.> As
the private sector begins to implement Al in the
clinical setting, it is important that medical
education is adapted to mirror this change.
Curricula should include opportunities for
students to learn how to effectively use Al tools,
critically evaluate Al generated content and
understand the inherent risks and ethical
implications of Al use in medicine.

While these new reasoning LLMs
implementation of any type of generative Al is not without
risk. In the context of education, major concerns include
hallucinations, data privacy, overreliance on Al generated
outputs, as well as a lack of a standardized regulatory
framework. With varying levels of institutional readiness
and digital literacy, it is paramount that educators and
technologists adopt a cautious and thoughtful approach to
integrating these technologies.

show promise,

Ultimately, we believe that the advent of reasoning-
capable LLMs represents a significant development for
medical education. Previous critiques and failures of
generative Al must be revisited. Addressing the current gap
in literature surrounding generative Al’s application in real
world medical education settings is paramount. Although
we advocate moving beyond theoretical discussions and
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exploratory research towards practical integration, the
uncertainties surrounding data management and privacy
should be carefully addressed, and a robust framework for
accountability must be established. In this way, we can
cautiously harness Al technology to improve healthcare
education delivery and better prepare learners for an Al-
enabled future. We encourage both enthusiasts and
skeptics to set aside their assumptions and experiment and
report on the integration of these new Al models in medical
education.
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