Appendix B

Description of Cox Regression Model


Like most life table techniques, Cox regression is a technique for modeling time-to-event data in the presence of censored cases (Cox, 1972). As an advantage over most life table techniques, Cox regression allows the inclusion of independent variables as predictors of the event of interest. Cox regression is appropriate for our data analysis because it allows us to examine the impact of multiple independent variables on postsecondary education student attrition (dropout rate). Specifically, we used the continuous-time proportional hazards model in the family of Cox regression. The proportional hazards model specifies hazard rates as a log-linear function of parameters for the effect of covariates (independent variables) (see Yamaguchi, 1991):
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where 
[image: image2.wmf]()

i

ht

 is the hazard rate value for person i at time t, 
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 is the baseline hazard function that represents the major dimension of time dependence, and 
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 is the value of the kth covariate for person i at time t. In our case, the hazard rate 
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 is the dropout rate (postsecondary education student attrition), and those X variables describe the characteristics of pre-postsecondary education condition and postsecondary education integration (see Appendix A) as predictors of the dropout rate. Unique assumptions underlying Cox regression model is the presence of proportional hazard and the absence of unobserved heterogeneity. The model also assumes that the log hazard of the covariates is additive.

The baseline hazard function 
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 is the hazard function for persons with all covariates equal to 0. In fact, 
[image: image7.wmf]0

()

ht

 can take on different functional properties. If 
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 is specified, the maximum likelihood estimation needs to be used. Often, 
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 is left unspecified, however. In this case, the cumulative baseline hazard can be estimated from sample data, and many statisticians believe that this approach is often useful. If 
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 is not given any functional form, Cox’s PL estimation can be employed.

In our case, we used SPSS as our analytical framework. In SPSS, parameters (coefficients for those X variables) in Cox regression are estimated by a form of maximum likelihood, with 
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 left unspecified but estimated from sample data (see Collett, 2003). Statistically significant covariates (independent variables) are determined according to the alpha level of 0.05.

Results of Cox regression are commonly expressed as odds ratio (Exp) that denotes the regression result in terms of e raised to the power of each effect. The interpretation of each parameter 
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 is that Exp(
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) indicates the hazard ratio, the factor change associated with an increase of one unit in 
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, with all other covariates statistically held constant.
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